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Abstract

Using monthly industrial sector data from January 1971 to March 2004, we test for business cycles convergence among the major APEC members: Japan, South Korea, Malaysia, Mexico, USA, and Canada. In addition, we examine the synchronization of business cycles among Australia, Japan, and South Korea, based on the quarterly data for the 1957-2003 period, as well as among the different economic sectors of the NAFTA countries from January 1970 through March 2004. We apply different techniques to identify business cycles. In particular, we propose a new trend-cycle decomposition method based on wavelet analysis. The results show that convergence of business cycles of Asia-Pacific countries is far from complete, but joining the APEC has increased the mean correlation of industrial production cycles of the member economies. On the other hand, although some economic sectors of the NAFTA countries already exhibited some degree of business cycle co-movement even during pre-NAFTA period, the volatility of pair-wise correlation of business cycles declined during NAFTA. In addition, we conclude that, in general, the transmission of business cycles is relatively slow, and, consequently, business cycles appear to be asynchronous.
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1. Introduction

The issue of business cycles convergence has received a great deal of attention in recent years, mainly motivated by the economic and monetary union in Europe (EMU). According to Mundell (1961)’s optimal currency area (OCA) theory, two countries or regions will benefit from a monetary union if they share similar business cycles, trade intensively, and rely on efficient adjustment mechanisms (e.g., labor mobility, price flexibility of production factors, and government transfers) to smooth out asymmetric shocks. Consequently, considerable effort has been made to quantify the synchronicity of business cycles among the core members of the European Union (EU) and the new ten EU members that joined as of May 2004. There are two good reasons for such enlargement efforts. First, if business cycles of the Euro-zone countries are asynchronous, then the monetary union may not be as beneficial. Second, the new EU countries should not probably rush to adopt the Euro unless their economies meet the conditions set by the OCA theory.

Artis and Zhang (1997, 1999), Massman and Mitchell (2003), Fidrmuc and Korhonen (2004), and Babetskii (2005) examine business cycles convergence for European countries. Artis and Zhang (1997) analyze how the establishment of the Exchange Rate Mechanism (ERM) of the European Monetary System (EMS) affected international business cycles1. Using U.S. and German business cycles as key benchmarks, they show that business cycles of the ERM countries became more synchronized with the German cycle, and less synchronized with the US cycle during the ERM period. Considering a larger sample of countries and a longer time-period, Artis and Zhang (1999) confirmed their earlier findings that a higher degree of business cycles synchronization is associated with less volatility exchange rates. However, more recent studies find mixed evidence about business cycles convergence of the Euro-zone countries. For example, Massman and Mitchell (2003), using different trend-cycle decomposition methods and Harding-Pagan (2001)’s turning point rule, show that over the 1960-2001 period the Euro zone countries alternated many times between periods of convergence and divergence of business cycles.

More recent studies have focused on business cycle correlation of the Euro zone and Central and Eastern European countries (CEECs). Fidrmuc and Korhonen (2004) survey about thirty studies with nearly 350 point estimates of business-cycle correlation between the CEECs and the Euro zone. They conclude that several CEECs already exhibit high correlation with the Euro-zone business cycles; however, correlation coefficients are sensitive to estimation methodologies. Babetskii (2005) analyzes trade intensity and synchronization of shocks between 10 CEEC countries against both the core European Union members and Germany. Based on Blanchard and Quah (1989)’s bi-variate structural VAR methodology, he finds that trade integration leads to a higher symmetry of demand shocks, but the effect of the integration on supply shocks is ambiguous. Furthermore, he reports that lower exchange rate volatility leads to higher convergence of demand shocks with no significant effect on supply shock convergence.

---

1 The EMS was established in 1979 to stabilize foreign exchange and inflation rates among the member countries. At the beginning of 1999, the core members and additional members adopted the euro as a single currency.
In a recent article on real convergence and Euro adoption in Central and Eastern Europe, Frankel (2004) argues that the growing trade links with the Euro land will translate into growing cyclical convergence. This implies that new European Union members may better qualify for the optimum currency area criteria in the future than now.

Recent studies connected with our study are Selover (1999), Torres and Vela (2003), and Shin and Wang (2004). Selover (1999) investigates the international transmission of business cycles among the Association of Southeast Asian Nations (ASEAN) countries of Indonesia, Malaysia, Philippines, Singapore and Thailand, and between the ASEAN nations and their major trading partners, the U.S., Australia, Japan, and the European Union. Based on vector autoregression analysis, he finds weak evidence of transmission of business cycles among the ASEAN economies, and between the ASEAN economies and their major trading partners. Selover argues that the explanation for such weak evidence can be found in commodity price fluctuations, wars, and major political disturbances, which have interfered with the natural course of business cycles.

Torres and Vela (2003) study the consequences of regional economic integration between Mexico and the United States. They conclude that, as the manufacturing sectors of the two nations have become more integrated, their business cycles have become more synchronized. And, as a result, the volatility of the Mexican trade balance has declined. Shin and Wang (2004), in turn, focus on the synchronization Korea’s business-cycle with those of other Asian economies. They conclude that intra-industry trade is the major channel by which such synchronization can be achieved. In addition, they find that increasing trade itself does not necessarily lead to more synchronization of business cycles.

Our study focuses on business cycles convergence among the economies that have recently signed regional trade arrangements: The Asia-Pacific Economic Cooperation (APEC) and North American Free Trade Agreement (NAFTA). Our methodology extends that of Massman and Mitchell (2003). Specifically, we present a new trend-cycle decomposition method based on wavelet analysis. The advantage of the wavelet method over other commonly-used approaches is that it allows for decomposing a time series into orthogonal components, where each individual component is associated with a different time-scale. The wavelet approach is able to clearly distinguish between a trend and a cycle component by assigning each component a different time dimension. We provide evidence using industrial sector data for the APEC and NAFTA countries. We also analyze the existence of business cycles convergence among different economic sectors of the NAFTA countries before and after the signing of the agreement. Looking forward, our estimation results show that full business cycles convergence has not been reached among the APEC or NAFTA members. Indeed, in some cases, we find that the degree of synchronicity of business cycles across countries has even weakened over time.

This article is organized as follows. Section 2 gives a brief background on the wavelet analysis and describes the three trend-cycle decomposition methods used in this study. Section 3 presents our estimation results for the APEC and NAFTA countries. Finally, Section 4 concludes.
2. Methodological issues

2.1 Wavelets

Our study presents an alternative methodology to decompose a time series into a cycle and trend component, using wavelet analysis. This method, which is a refinement of the Fourier analysis that was developed in the late 1980’s, offers a suitable methodology for decomposing a series into orthogonal components with different frequencies. Recent applications of the wavelet methods have dealt with the permanent income hypothesis, the estimation of systematic risk of an asset (beta), and the interaction between emerging and developed stock markets and others (e.g., Ramsey and Lampart (1998), Ramsey (1999, 2002), Li and Stevenson (2001), Gençay, Whitcher, and Selcuk (2001, 2003, 2004), Hong and Kao (2004), and Whitcher (2004)). In this paper, we use this method to investigate business cycles convergence.

In particular, a wavelet allows for decomposing a signal (e.g., a time series of industrial production, inflation, stock returns) into high and low frequency components (see, for instance, Bruce and Gao, 1996; Percival and Walden, 2000). High frequency (irregular) components describe the short-run dynamics, whereas low-frequency components represent the long-term behavior of a signal. Identification of the business cycle involves retaining intermediate-frequency components of a time series. That is, we disregard very high- and very low-frequency components. For instance, it is customary to associate a business cycle with cyclical components between 6 and 32 quarters (e.g., Baxter and King, 1999).

Father wavelets (φ) are good at representing the smooth and low-frequency parts of a signal, whereas mother wavelets (ψ) are good at representing the detailed and high-frequency parts of a signal. The most commonly used wavelets are the orthogonal ones. In particular, the orthogonal wavelet series approximates a continuous signal f(t) as

\[ f(t) \approx \sum_{k} s_{J,k} \phi_{J,k}(t) + \sum_{k} d_{J,k} \psi_{J,k}(t) + \sum_{j=1}^{J-1} \sum_{k} d_{j-1,k} \psi_{j-1,k}(t) + \ldots + \sum_{k} d_{1,k} \psi_{1,k}(t) \]  

where \( J \) is the number of multi-resolution components or scales, and \( k \) ranges from 1 to the number of coefficients in the corresponding component. The coefficients \( s_{J,k}, d_{J,k}, \ldots, d_{1,k} \) are the wavelet transform coefficients, whereas the functions \( \phi_{J,k}(t) \) and \( \psi_{J,k}(t) \) are the approximating wavelet functions.

Applications of wavelet analysis commonly utilize a discrete wavelet transform (DWT). The DWT calculates the coefficients of the approximation in (1) for a discrete signal of final extent, \( f_1, f_2, \ldots, f_n \). That is, it maps the vector \( f=(f_1, f_2, \ldots, f_n)' \) to a vector \( \omega \) of \( n \) wavelet coefficients that contains \( s_{J,k} \) and \( d_{j,k}, j=1,2,\ldots, J \). The \( s_{J,k} \) are called the smooth coefficients and the \( d_{j,k} \) are called the detail coefficients. Intuitively, the smooth coefficients represent the underlying smooth behavior of the data at the coarse scale \( 2^J \), whereas the detail coefficients provide the coarse scale deviations from it.
When the length of the data \( n \) is divisible by \( 2^j \), there are \( n/2 \) coefficients \( d_{1,j} \) at the finest scale \( 2^1=2 \). At the next finest scale, there are \( n/2^2 \) coefficients \( d_{2,j} \). Similarly, at the coarsest scale, there are \( n/2^J \) \( d_{J,j} \) coefficients and \( n/2^J \) \( s_{J,j} \) coefficients. Altogether, there are

\[
\sum_{i=1}^{J} \left( \frac{1}{2^i} + \frac{1}{2^i} \right) = n \text{ coefficients.}
\]

The number of coefficients at a given scale is related to the width of the wavelet function. For instance, at the finest scale, it takes \( n/2 \) terms for the functions \( \psi_{1,j}(t) \) to cover the interval \( 1 \leq t \leq n \). In other words, at the lowest scales, more details of the original time series will be captured.

Expression (1) can be rewritten as

\[
f(t) \approx S_J(t) + D_J(t) + D_{J-1}(t) + \ldots + D_1(t), \tag{2}
\]

where \( S_j(t) = \sum_k s_{j,k} \phi_{j,k}(t) \) and \( D_j(t) = \sum_k d_{j,k} \psi_{j,k}(t) \) are denominated the smooth and detail signals, respectively. The terms in expression (2) represent a multi-resolution decomposition (MRD) of the signal into the orthogonal components \( S_J(t), D_J(t), D_{J-1}(t), \ldots, D_1(t) \) at different scales. For instance, when analyzing monthly data, wavelet scales are such that scale 1 is associated with 2-4 month dynamics, scale 2 is with 4-8 month dynamics, scale 3 is with 8-16 month dynamics, and so on.

In other to illustrate these ideas, Figure 1(a) depicts a MRD decomposition of the Japanese production index for six decomposition levels. The time series leveled as “sum” represents the raw production index, whereas D1 through S6 are the orthogonal components into which the raw data is decomposed. For instance, the D1 crystal captures high-frequency or noisy components of the series associated to short-term dynamics. As the scale \( J \) increases, we are able to capture the lower-frequency parts of the series. In particular, the trend component is mainly captured by the S6 crystal. Therefore, in order to construct an estimate of the business-cycle, we get rid of the low scale (high frequency) noise existing in D1 and D2, and exclude the low frequency base-line drift captured by S6. This is further discussed in the next section.

2.2 Trend-cycle decomposition methods

In this paper, we utilize three trend-cycle decomposition methods to check the sensitivity of the results to using different methods: linear de-trending, a univariate unobserved-components structural model, and wavelet analysis. As mentioned earlier, the latter represents a new methodology for obtaining the business-cycle of a time series, which has not been previously used in the literature.

The linear de-trending method is the easiest method to implement. This consists of running a linear regression of a time series \( (y_t) \), such as a production index, against a constant term and a deterministic time trend \( (t) \). The estimated cycle component is given by \( y_t - \hat{\beta} t \), where \( \beta \) is the coefficient on \( t \). This method has been a standard tool for separating trends from cycles in the past. However, many macroeconomic series contain unit roots that are not removed by this method (see, for instance, Baxter and King’s (1999) discussion). It
will not therefore be a suitable tool for trend-cycle decomposition in many cases, and therefore inferences based on this approach should be made cautiously.

Unlike the linear de-trending method, the basic univariate unobserved-components structural model, which is estimated by the Kalman filter approach, allows for the presence of a stochastic trend in the data. In particular, this model is given by

\[ y_t = \mu_t + \psi_t + \xi_t \]  

where \( \mu_t \) is the unobserved trend component, \( \psi_t \) is the unobserved cycle component, and \( \xi_t \) is the unobserved irregular component. The non-stationary trend component \( \mu_t \) takes the form of a local linear trend:

\[ \mu_{t+1} = \mu_t + \beta_t + \eta_t \]
\[ \beta_{t+1} = \beta_t + \epsilon_t \]

where \( \eta_t \sim \text{N}(0, \sigma^2_\eta) \) and \( \epsilon_t \sim \text{N}(0, \sigma^2_\epsilon) \) are both white-noise processes, \( \mu_t \sim \text{N}(0, \omega) \) and \( \beta_t \sim \text{N}(0, \omega) \), with \( \omega \) large.

The stochastic cycle component, which is given by \( y_t - \mu_t = \psi_t + \xi_t \), can be expressed in terms of sine and cosine functions. (See Zivot and Wang, 2003, chapter 14, for details). If \( \sigma^2_\epsilon = 0 \), \( \mu_t \) follows a random-walk process with drift \( \beta_t \). This is the assumption we make in our computations. When \( \sigma^2_\eta = \sigma^2_\epsilon = 0 \), \( \mu_t \) follows a deterministic trend, and both the unobserved-component and de-trending methods yield the same trend-cycle decomposition.

In the case of the wavelet filter, for monthly data the business cycle is reconstructed from the crystals at scales 3 through 6 (i.e., 8-128 month dynamics). For quarterly data, we define the cycle as the time series reconstructed from scales 2, 3, and 4 (i.e., 4-32 quarters dynamics). Such choice was based upon removing the noise in data associated with its short-term dynamics, and excluding the long-term trend associated to the highest scale. Eliminating the slow-moving components of the series should help eliminate the presence of a unit root in data.\(^2\)

On the other hand, given that the orthogonal wavelet decomposition tends to do poorly at the first and last data points, we set a number of scales that is not too large. As \( J \) gets larger, the number of coefficients in the upper scales (equal to \( n/2^J \)) gets smaller due to a fixed number of observations. And, therefore, the reconstructed series will capture only the very lowest frequency information contained in the time series of interest.

Figure 1(b) illustrates the use of the three decomposition methods for the Japanese industrial production index. The left-hand side panel depicts the trend component whereas

\(^2\) For the series we deal with in the empirical section of the article, we checked that we had successfully removed the unit roots from the cyclical component by using the wavelet filter.
the right-hand side panel depicts the cyclical component of the index, according to each of the three business-cycle filters. First of all, according to the Kalman and wavelet filters, we see that the trend of the data is not exactly linear. Second, there is a close correspondence between these two filters—except for the first and last data points, where the wavelet reconstruction of the trend is poorer.

When it comes to the cyclical component, the linear de-trending method yields a very jagged estimate, as it puts a heavier weight on the high-frequency components of the data. By contrast, the wavelet filter yields the smoothest cycle estimate, because it removes most of the noise associated with short-term dynamics. Again, for intermediate data points over the sample period, the Kalman and wavelet filters resemble one another to a great extent.

We note that the choice of the wavelet function affects our estimate of business cycles. We tried other orthogonal wavelets as well. For instance, among the daublet functions, another possibility was the haar function. This yielded a very jagged estimate, which resembled that of the linear de-trending method. Therefore, we chose an orthogonal wavelet function (daublet-8 orthogonal) that removed most of the irregular components, but that it did not yield an excessively smooth cyclical component. In the rest of the paper, we used this wavelet function.

3. Empirical results for convergence

3.1 Asia-Pacific Economic Cooperation (APEC)

APEC is a forum established in 1989 for facilitating economic growth, cooperation, trade and investment in the Asia-Pacific region. Unlike the World Trade Organization, or other multilateral trade bodies, APEC has no treaty obligations required of its participants. Our sample consists of the following six APEC members for which we were able to get a complete data set on industrial production for the January 1971-March 2004 period: Japan, South Korea, Malaysia, Mexico, USA, and Canada. All these countries joined APEC in November 1989, except for Mexico, which became a member in November 1993. Industrial production data was obtained from the International Monetary Fund’s International Financial Statistics (IFS) CD Rom data base.

Table 1 presents unit-root tests for the industrial production indices. The results indicate that the levels of the series are characterized by a stochastic trend (i.e., unit root), whereas their first differences are integrated of order 0. The log transformation modifies the magnitude of the Augmented Dickey-Fuller (ADF) test noticeably in some cases, but the conclusions with respect to the existence of unit roots are overall unchanged. The only exception is in the case of Malaysia for which we reject the existence of a unit root at the 5-

---

3 APEC has 21 members which account for more than a third of the world's population, approximately 60 percent of world GDP, and about 47 percent of world trade. APEC's member economies are Australia, Brunei Darussalam, Canada, Chile, People's Republic of China, Hong Kong, Indonesia, Japan, Republic of Korea, Malaysia, Mexico, New Zealand, Papua New Guinea, Peru, The Republic of the Philippines, The Russian Federation, Singapore, Chinese Taipei, Thailand, United States of America, and Viet Nam (source: www.apec.org).
percent level when considering the natural logarithm of the industrial production index. When we look at the first differences and their logs, the magnitudes of the ADF statistics are fairly similar and, hence, we strongly reject the existence of unit roots for level data and conclude that the growth rates are integrated of order 0 or stationary.

Once we identify the cycle component of each index, we compute pair-wise correlation coefficients of monthly industrial production growth rates, using an h-period rolling window. We follow Massmann and Mitchell (2003)’s methodology, which consists of the following steps. First, for a sample of n countries, there are n(n–1)/2 pair-wise correlation coefficients. For each time t, the j-th correlation coefficient (ρjt) is computed using an h-month window, where j=1,.., n(n–1)/2. Next, for each t, we compute the sample mean of the n(n–1)/2 correlation coefficients (mj) and its corresponding variance, and the variance of the correlation coefficients (vjt):

\[
m_t = \frac{1}{N} \sum_{j=1}^{N} \hat{\rho}_{jt} \quad \text{var}(m_t) = \frac{1}{N^2} \sum_{j=1}^{N} \text{var}(\hat{\rho}_{jt}) + 2\sum_{i=1}^{N-j} \sum_{j=1}^{N} \text{cov}(\hat{\rho}_{jt}, \hat{\rho}_{j+i})
\]

\[
v_t = \frac{1}{N-1} \sum_{j=1}^{N} (\hat{\rho}_{jt} - m_t)^2
\]

where N=n(n–1)/2.

If converges exists, then mt should approximate 1 and its variance, vt, should approach to zero as the sample size gets larger. We consider the three trend-cycle decomposition methods depicted in Figure 2. In order to have a benchmark for our trend-cycle decomposition methods, we follow Massman and Mitchell and apply Harding and Pagan’s turning-point analysis (2001). This stipulates that phases last at least two quarters, and complete cycles last at least five quarters. In other words, for monthly data, a peak in the growth rate will be observed at time t* if

\[
\Delta_t \hat{x}_t > 0 \quad \Delta_{t+i} \hat{x}_t < 0 \quad i = 1, \ldots, 6
\]

where \( \hat{x}_t \) is the growth rate of the \( \{x_t\} \) process (e.g., industrial production index), and \( \Delta_t \hat{x}_t = \hat{x}_t - \hat{x}_{t-1}, \Delta_t \hat{x}_{t+i} = \hat{x}_{t+i} - \hat{x}_t \), i=1,..,6.

Trend-cycle decomposition by wavelets and the Kalman filter was carried out with the S-Plus FinMetrics 1.0 and Wavelets 2.0 modules. Estimation of mt and var(mt) was done with the generalized method of moments (GMM) routine of TSP 4.5. Figure 3 and Table 3 show our results, taking a 3.5-year rolling window. The sample mean correlation coefficient averages only 0.031 and 0.041, according to the linear de-trending and Kalman filter methods, respectively. The wavelet method systematically yields a greater estimate of

---

4 Massmann and Mitchell (2003) utilize this window size for many of their computations.
the mean correlation, but with a greater variance. This result is not surprising given the discussion of the previous section. Indeed, because the wavelet filter captures more of the low-frequency components of the series, the correlation between cyclical components and its corresponding variance will be higher as most of the variability of the production indices lies at lower frequencies.

If business cycles convergence exists, we would expect an inverse relation between mean correlation coefficients and their variances. According to Figure 4, such pattern is indicated only by the wavelet trend-cycle decomposition and, to some degree, by the Kalman filter approach. This finding indicates the importance of using different techniques to measure business cycles. Figure 5 depicts the four mean correlation estimates, including Harding-Pagan’s. Over the Asian crisis, the mean correlation became smaller and even negative, according to the Harding-Pagan’s procedure. Indeed, industrial production in Japan, Malaysia, and South Korea was more severely hurt by the economic crisis than in Canada, Mexico, and the US. Towards the end of 1999, all the four methods yield that the mean correlation becomes again positive, and generally greater than the coefficient in the rest of the sample period. In other words, in the past few years, industrial production growth in the Asia Pacific countries has tended to exhibit a greater degree of co-movement, but it is fairly very small to call it a complete convergence.

Given that we observe a tendency for greater convergence in the most recent period since 1999, we next investigate whether joining APEC has contributed to it. We repeat our estimation by splitting the sample into two sub-periods: 1971-1989 and 1990-2004. Except for Mexico, which joined APEC in November 1993, all the other countries in our sample joined APEC in November 1989. Figure 5 depicts the t-statistic for the mean correlations, along with 95-percent confidence bands, for the two sub-periods. The t-statistic is computed as $m_t / \text{var}(m_t)^{1/2}$, where var($m_t$) is given by equation (6). According to the linear de-trending and Kalman filter methods, we conclude that the mean correlation coefficient was statistically insignificant for the 1971-1989 period, indicating, on average, no co-movement in business-cycles of the APEC countries. By contrast, for the second sub-period, the mean correlation coefficient becomes positive and statistically significant from about the end of 2000 and onwards, suggesting business cycle synchronization. Such a finding could be attributed to the APEC, as well as to some common shocks in the region.

3.1.2 Testing for convergence among Australia, Japan and South Korea

Monthly data of Australian industrial production is not available from the IFS after December 1977. Therefore, in order to study the degree of convergence between Australia and some large Asian economies, we resorted to quarterly data, which is available for Japan and South Korea from 1957:3 through 2003:3.

Table 3 reports unit-root tests. Table 4 and Figures 6 and 7 show the convergence results. In this case, the three different trend-cycle decomposition methods yield more homogeneous estimates, especially for some quarters. The mean correlation exhibits an erratic pattern, which is characterized for some periods of relatively large co-movement.

---

5 The wavelet estimate is not computed due to the small number of observations in each sub-period.
(late 1980’s, according to the three methods and 1995-1996 and 2000-2003 periods, according to the Kalman filter method). As a result, the statistical significance of the mean correlation coefficient sharply fluctuates over the sample period. As Figure 7 shows, the mean correlation was statistically insignificant between the late 1970’s and mid-1980’s. From 1989 onwards, when it is significant, it is negative, indicating that, on average, business cycles are inversely correlated, suggesting no business cycles convergence.

3.2 The North American Trade Agreement (NAFTA)

NAFTA was launched by Canada, Mexico, and the United States in January 1994. Following a final tariff reduction between Canada and Mexico, which took place in January 2003, essentially all trade in the NAFTA region has flowed tariff-free. Since the introduction of NAFTA, both Canada and Mexico have increased their exports to the United States: Canadian manufacturers currently send more than half their production to the U.S., while Mexico’s share of the U.S. import market has almost doubled from 6.9 percent in pre-NAFTA 1993 to 11.6 percent in 2002. (Canadian Department of Foreign Affairs and International Trade, www.dfait-maeci.gc.ca).

Given the data availability from the IFS, we focus on the Mexican industrial, mining, and industrial sectors, the US industrial and petroleum sectors, and the Canadian industrial sector. The sample period covers the period from January 1970 through March 2004. Unit roots for the six production indices are presented in Table 5. We observe a similar pattern to that reported in Table 1.

Table 6 and Figures 8 and 9 report our results on convergence. Compared to APEC members analyzed, we observe a higher degree of co-movement among the economic sectors of the NAFTA countries. An interesting finding is that the mean correlation was as high in the early 1980’s as in the mid-1990. In other words, the introduction of NAFTA does not seem to have contributed significantly to the convergence, which already was present during the pre-NAFTA period. Notwithstanding, the mean correlation has tended to exhibit an increasing trend from the beginning of 2000 onwards (Figure 8). In this regard, our evidence would be consistent with Torres and Vela (2003).’s.

Scatter plots of $m_t$ and $v_t^2$ show an inverse relation between the two variables for the linear de-trending and Kalman filter methods (Panels (a) and (c) of Figure 9). Due to some outlier observations, such pattern is less apparent for the wavelet method. On the other hand, the mean correlation is concentrated around relative high values. For instance, the third quartile of the $m_t$ distribution is located around 0.23 for the three trend-cycle decomposition methods, and around 0.12 for the Harding-Pagan’s turning-point procedure (Table 5). These values are substantially higher than those found for the core APEC members in our sample, and for Australia, Japan and South Korea.

3.3 Asynchronicity in business cycles

Our previous estimation results show, in general, that convergence is far from complete among APEC and NAFTA members. Therefore, one possibility is that business
cycles are asynchronous. In other words, it is possible that the transmission of business cycles from one country to others takes longer than expected. As we argue below, this might be due in part to market rigidities that slow down the transmission of market shocks, or to the fact that sector-specific shocks affect countries differently due to high economic specialization.

A statistical tool to quantify the degree of business-cycle asynchronicity is the Spearman’s rank correlation. This is a non-parametric method that measures the correlation between two variables $X$ and $Y$, and it is defined as

$$\rho_s = 1 - \frac{\sum d_i^2}{M(M^2 - 1)}$$

where $d_i$ is the difference in the ranks assigned to the corresponding values of two series $X$ and $Y$, where $M$ is the number of $(X,Y)$ pairs in the sample. Like the Pearson correlation coefficient, the rank correlation takes on values between –1 and 1.

Under the null hypothesis that the populations rank correlation is zero and for $M>8$, the significance of the sample $r_s$ can be contrasted using a t-test:

$$t = \frac{r_s \sqrt{M - 2}}{\sqrt{1 - r_s^2}} \sim t(M - 2)$$

Figure 10 and Table 7 and show these results. We use a rolling-window of 7 years for the linear de-trending, wavelet, and Kalman filters, and a rolling window of 14 years for the Harding-Pagan procedure. The lag between observations of business-cycle industrial production is 2 years. Panels (a) through (c) of Figure 10 show the evolution of the Spearman rank correlation and of the t-test for the null hypothesis of zero correlation against the alternative of positive correlation. Overall, in Panels (a) and (c) we reject the null hypothesis of zero correlation. The evolution of the t-test for Panel (b) is rather erratic. Over some time periods, we find a statistically insignificant correlation between lagged business cycles. This supports our previous results on the lack of convergence among Australia, Japan and South Korea’s business cycles.

The results in Table 7 are interesting. When we take observations distant in time, the distributions of the three trend-cycle decomposition methods and the Harding-Pagan procedure are more homogeneous than in the case when we compute the correlation coefficients with contemporaneous observations of the business cycles (see Tables 2 and 4). In addition, the correlation coefficients are much larger, averaging around 0.3. These findings confirm our conjecture that business-cycles transmission does not occur rapidly. These results are also in line with Selover (1999)’s conclusions for ASEAN countries.

To summarize, we conclude that business cycles convergence has not been achieved among APEC and NAFTA countries. Instead, we find that business-cycles became more asynchronous over time. This can be explained by several reasons. First, it is possible that large domestic shocks dominate relatively small international shocks. Second, due to trading arrangements, as trade became more integrated, countries specialized more in
different sectors, which reduced the international correlation of business cycles because of the different sector-specific shocks affecting countries differently (Eichengreen, 1992; Krugman, 1993). Third, demand or supply shocks in one country transmit slowly to others. This last argument goes against the argument made by Frankel and Rose (1998) that trade arrangements make the productive sectors of countries more dependent upon each other and, hence, shocks facing a country are transmitted quickly to other countries, causing synchronization of business cycles. Our empirical results are more in line with the arguments made in Eichengreen (1992) and Krugman (1993) in that trading arrangements increase the degree of specialization in individual member countries.

4. Conclusion

Our study analyzes whether convergence has taken place among different Asia-Pacific and NAFTA countries. We apply different techniques to identify business cycles. In particular, the novelty of our study is using wavelet methods for such purpose. Our estimation results show that the convergence of business cycles of the Asia-Pacific countries is still far from being achieved. However, after joining the APEC, the mean correlation of industrial production cycles of member economies has tended to increase. On the other hand, some economic sectors of the US, Mexico, and Canada exhibited a relative degree of co-movement even before launching the NAFTA. Introduction of the NAFTA has not significantly increased the already existing business cycles synchronization in the region. The finding suggests that regional trading arrangements do not necessarily increase business cycles synchronization, but trade flows itself does. On the other hand, our empirical results support the theoretical arguments that regional trade arrangements tend to increase specialization in individual member countries.

In addition, we find evidence that the transmission of business cycles among APEC or NAFTA members is relatively slow, and, hence, the mean correlation of business cycles increases when taking observations apart in time. In other words, business cycles are asynchronous.
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FIGURES

Figure 1  Japanese industrial production index

(a) Multi-resolution decomposition

(b) Trend and business-cycle decomposition
Figure 2  GMM estimates of $m_t$ and $v_t^2$ of core APEC countries

(a) Linear de-trending
(b) Wavelet method
Notes: (1) Dashed lines indicate 95-percent confidence intervals estimated by the generalized method of moments (GMM). (2) The rolling window is of 3.5 years. (2) The countries considered are Japan, South Korea, Malaysia, Mexico, USA, and Canada.
Figure 3  Relation between $m_t$ and $v_t$ for core APEC countries

(a) Linear de-trending method

(b) Wavelet method
Note: The countries considered are Japan, South Korea, Malaysia, Mexico, USA, and Canada.
Figure 4  Mean estimates of APEC countries relative to Harding-Pagan’s turning points

Note: The countries considered are Japan, South Korea, Malaysia, Mexico, USA, and Canada.

Figure 5  T-statistic for $m_t$ of APEC countries

(a) Prior to 1990
(b) From 1990 onwards

Note: (1) The horizontal dashed lines represent 95-percent confidence bands. (2) The countries considered are Japan, South Korea, Malaysia, Mexico, USA, and Canada.

Figure 6  GMM estimates of $m_t$ for the Australian, Japanese and South Korean industrial sectors
Figure 7  T-statistic for $m_t$ for the Australian, Japanese and South Korean industrial sectors

Figure 8  GMM estimates of $m_t$ for NAFTA countries

Note: The indices include the Mexican mining, manufacturing, and industrial production sectors, the US industrial and crude petroleum production sectors indices and the Canadian industrial production sector.
Figure 9  Relation between \( m_t \) and \( v_t^2 \) for NAFTA countries

(a) Linear de-trending method

(b) Wavelet method
Note: The indices include the Mexican mining, manufacturing, and industrial production sectors, the US industrial and crude petroleum production sectors indices and the Canadian industrial production sector.
**Figure 10** Persistence in convergence

(a) Core sampled APEC countries
(b) Australia, Japan and South Korea

**Graph 1:**
- Y-axis: Correlation
- X-axis: Time periods (1964Q4 to 2002Q4)
- Lines represent:
  - Solid line: Linear de-trending
  - Dotted line: Wavelets
  - Dashed line: Kalman filter

**Graph 2:**
- Y-axis: H-test for Spearman's rank correlation
- X-axis: Time periods (1964Q4 to 2002Q4)
- Lines represent:
  - Solid line: Linear de-trending
  - Dotted line: Wavelets
  - Dashed line: Kalman filter
Notes: (1) In Panels (a)-(c), we use a rolling-window of 7 years for the linear de-trending, wavelet, and Kalman filter methods, and a rolling window of 14 years for the Harding-Pagan procedure. The lag between observations is 2 years. The sample periods for Panels (a)-(c) are April 1986-March 2004, 1973:1-2003:4, and April 1985-March 2004, respectively. (2) For the t-test graphs in Panels (a)-(c), the dashed line indicates the critical value for rejecting the null hypothesis of zero correlation against the alternative of positive correlation. If the t-statistic is above the dotted line, we reject the null hypothesis in favor of the alternative.
### Table 1

Unit-root tests for core APEC countries in the sample

<table>
<thead>
<tr>
<th></th>
<th>Japan</th>
<th>South Korea</th>
<th>Malaysia</th>
<th>Mexico</th>
<th>United States</th>
<th>Canada</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$X_t$</td>
<td>log($X_t$)</td>
<td>$X_t$</td>
<td>log($X_t$)</td>
<td>$X_t$</td>
<td>log($X_t$)</td>
</tr>
<tr>
<td>ADF test</td>
<td>-2.13</td>
<td>-2.26</td>
<td>0.20</td>
<td>-1.79</td>
<td>-1.57</td>
<td>-3.61</td>
</tr>
<tr>
<td>P-value</td>
<td>0.59</td>
<td>0.51</td>
<td>0.99</td>
<td>0.78</td>
<td>0.86</td>
<td>0.03</td>
</tr>
<tr>
<td>Lag</td>
<td>4</td>
<td>4</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>13</td>
</tr>
<tr>
<td>Min SC</td>
<td>3.01</td>
<td>-5.76</td>
<td>3.07</td>
<td>-4.75</td>
<td>4.82</td>
<td>-2.82</td>
</tr>
</tbody>
</table>

Notes: (1) ADF and SC stand for Augmented Dickey-Fuller test and Schwartz criterion, respectively. The lag-order for carrying out the ADF test is determined by minimizing SC. The sample period is January 1971-March 2004.

### Table 2

GMM estimates of $m_t$ and $v_t^2$ for core APEC countries in the sample

<table>
<thead>
<tr>
<th></th>
<th>Linear de-trending</th>
<th>Wavelets</th>
<th>Kalman filter</th>
<th>Harding-Pagan</th>
</tr>
</thead>
<tbody>
<tr>
<td>$m_t$</td>
<td>0.031</td>
<td>0.065</td>
<td>0.041</td>
<td>0.010</td>
</tr>
<tr>
<td>$v_t^2$</td>
<td>0.028</td>
<td>0.120</td>
<td>0.033</td>
<td>0.086</td>
</tr>
<tr>
<td>$m_t$</td>
<td>0.010</td>
<td>0.071</td>
<td>0.015</td>
<td>0.019</td>
</tr>
<tr>
<td>$v_t^2$</td>
<td>0.036</td>
<td>0.121</td>
<td>0.032</td>
<td>0.012</td>
</tr>
<tr>
<td>$m_t$</td>
<td>0.057</td>
<td>0.182</td>
<td>0.034</td>
<td>0.055</td>
</tr>
<tr>
<td>$v_t^2$</td>
<td>0.034</td>
<td>0.041</td>
<td>0.036</td>
<td>0.044</td>
</tr>
</tbody>
</table>

Notes: (1) The data are monthly and cover October 1975-March 2004. (2) Q1, Q2, and Q3 stand for first, second, and third quartile, respectively. (3) Core APEC countries in the sample are Japan, South Korea, Malaysia, Mexico, USA, and Canada.
Table 3  
Unit-root tests for Australia, Japan, and South Korea

(c) Level and log-level

<table>
<thead>
<tr>
<th></th>
<th>Australia</th>
<th>Japan</th>
<th>South Korea</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$X_t$</td>
<td>log($X_t$)</td>
<td>$X_t$</td>
</tr>
<tr>
<td>ADF test</td>
<td>–2.69</td>
<td>–2.33</td>
<td>–2.33</td>
</tr>
<tr>
<td>P-value</td>
<td>0.26</td>
<td>0.46</td>
<td>0.29</td>
</tr>
<tr>
<td>Lag</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Min SC</td>
<td>3.19</td>
<td>–5.02</td>
<td>3.03</td>
</tr>
</tbody>
</table>

(d) First difference and log-first difference

<table>
<thead>
<tr>
<th></th>
<th>Australia</th>
<th>Japan</th>
<th>South Korea</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Delta X_t$</td>
<td>log($\Delta X_t$)</td>
<td>$\Delta X_t$</td>
<td>log($\Delta X_t$)</td>
</tr>
<tr>
<td>P-value</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>Lag</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Min SC</td>
<td>3.17</td>
<td>–5.02</td>
<td>3.02</td>
</tr>
</tbody>
</table>

Note: (1) ADF and SC stand for Augmented Dickey-Fuller test and Schwartz criterion, respectively. The lag-order for carrying out the ADF test is determined by minimizing the SC. The sample period is 1957:3-2003:4.

Table 4  
GMM estimates of $m_t$ and $\nu_t^2$ for Australia, Japan, and South Korea

<table>
<thead>
<tr>
<th></th>
<th>Linear de-trending</th>
<th>Wavelets</th>
<th>Kalman filter</th>
<th>Harding-Pagan</th>
</tr>
</thead>
<tbody>
<tr>
<td>$m_t$</td>
<td>–0.030</td>
<td>0.114</td>
<td>–0.095</td>
<td>0.261</td>
</tr>
<tr>
<td>Median</td>
<td>–0.034</td>
<td>0.100</td>
<td>–0.134</td>
<td>0.157</td>
</tr>
<tr>
<td>$Q_1$</td>
<td>–0.154</td>
<td>0.043</td>
<td>–0.232</td>
<td>0.068</td>
</tr>
<tr>
<td>$Q_2$</td>
<td>–0.034</td>
<td>0.100</td>
<td>–0.134</td>
<td>0.157</td>
</tr>
<tr>
<td>$Q_3$</td>
<td>0.060</td>
<td>0.181</td>
<td>0.028</td>
<td>0.370</td>
</tr>
<tr>
<td>Observations</td>
<td>166</td>
<td>166</td>
<td>166</td>
<td>166</td>
</tr>
</tbody>
</table>

Notes: (1) The data are quarterly and cover 1962:3-2003:3. (2) $Q_1$, $Q_2$, and $Q_3$ stand for first, second, and third quartile, respectively.
### Table 5: Unit-root tests for NAFTA countries

(e) Level and log-level of production indices

<table>
<thead>
<tr>
<th></th>
<th>Mexico Manufacturing</th>
<th>Mexico Mining</th>
<th>Mexico Industrial</th>
<th>US Industrial</th>
<th>US Petroleum</th>
<th>Canada Industrial</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$X_t$</td>
<td>log($X_t$)</td>
<td>$X_t$</td>
<td>log($X_t$)</td>
<td>$X_t$</td>
<td>log($X_t$)</td>
</tr>
<tr>
<td>ADF test</td>
<td>-2.77</td>
<td>-3.06</td>
<td>-1.82</td>
<td>-1.74</td>
<td>-3.10</td>
<td>-3.06</td>
</tr>
<tr>
<td>P-value</td>
<td>0.21</td>
<td>0.11</td>
<td>0.76</td>
<td>0.80</td>
<td>0.10</td>
<td>0.11</td>
</tr>
<tr>
<td>Lag</td>
<td>13</td>
<td>16</td>
<td>12</td>
<td>4</td>
<td>13</td>
<td>16</td>
</tr>
<tr>
<td>Min SC</td>
<td>4.81</td>
<td>-3.43</td>
<td>5.56</td>
<td>-2.83</td>
<td>4.66</td>
<td>-3.62</td>
</tr>
</tbody>
</table>

(f) First difference and log-first difference of production indices

<table>
<thead>
<tr>
<th></th>
<th>Mexico Manufacturing</th>
<th>Mexico Mining</th>
<th>Mexico Industrial</th>
<th>US Industrial</th>
<th>US Petroleum</th>
<th>Canada Industrial</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\Delta X_t$</td>
<td>log($\Delta X_t$)</td>
<td>$\Delta X_t$</td>
<td>log($\Delta X_t$)</td>
<td>$\Delta X_t$</td>
<td>log($\Delta X_t$)</td>
</tr>
<tr>
<td>ADF test</td>
<td>-4.70</td>
<td>-4.78</td>
<td>-6.86</td>
<td>-17.3</td>
<td>-4.48</td>
<td>-4.62</td>
</tr>
<tr>
<td>P-value</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>Lag</td>
<td>12</td>
<td>15</td>
<td>11</td>
<td>3</td>
<td>12</td>
<td>15</td>
</tr>
<tr>
<td>Min SC</td>
<td>4.77</td>
<td>-3.47</td>
<td>5.50</td>
<td>-2.87</td>
<td>4.62</td>
<td>-3.65</td>
</tr>
</tbody>
</table>

Note: (1) ADF and SC stand for Augmented Dickey-Fuller test and Schwartz criterion, respectively. The lag-order for carrying out the ADF test is determined by minimizing the SC. The sample period is January 1971-March 2004.

### Table 6: GMM estimates of $m_t$ and $v_t^2$ for NAFTA countries

<table>
<thead>
<tr>
<th>Linear de-trending</th>
<th>Wavelets</th>
<th>Kalman filter</th>
<th>Harding-Pagan</th>
</tr>
</thead>
<tbody>
<tr>
<td>$m_t$</td>
<td>$v_t^2$</td>
<td>$m_t$</td>
<td>$v_t^2$</td>
</tr>
<tr>
<td>Mean</td>
<td>0.182</td>
<td>0.074</td>
<td>0.173</td>
</tr>
<tr>
<td>Median</td>
<td>0.183</td>
<td>0.074</td>
<td>0.182</td>
</tr>
<tr>
<td>Q1</td>
<td>0.143</td>
<td>0.067</td>
<td>0.122</td>
</tr>
<tr>
<td>Q2</td>
<td>0.183</td>
<td>0.074</td>
<td>0.182</td>
</tr>
<tr>
<td>Q3</td>
<td>0.236</td>
<td>0.082</td>
<td>0.237</td>
</tr>
<tr>
<td>Observations</td>
<td>353</td>
<td>353</td>
<td>353</td>
</tr>
</tbody>
</table>

Note: (1) The data are monthly and cover November 1974-March 2004. The indices include the Mexican mining, manufacturing, and industrial production sectors, the US industrial and crude petroleum production sectors indices and the Canadian industrial production sector. (2) Q1, Q2, and Q3 stand for first, second, and third quartile, respectively.
Table 7  Descriptive statistics of Spearman’s rank correlation

(a) Core sampled APEC countries

<table>
<thead>
<tr>
<th>Method</th>
<th>Linear de-trending</th>
<th>Wavelets</th>
<th>Kalman filter</th>
<th>Harding-Pagan</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>0.321</td>
<td>0.298</td>
<td>0.300</td>
<td>0.306</td>
</tr>
<tr>
<td>Median</td>
<td>0.312</td>
<td>0.323</td>
<td>0.300</td>
<td>0.305</td>
</tr>
<tr>
<td>Q1</td>
<td>0.294</td>
<td>0.240</td>
<td>0.287</td>
<td>0.296</td>
</tr>
<tr>
<td>Q2</td>
<td>0.312</td>
<td>0.323</td>
<td>0.300</td>
<td>0.305</td>
</tr>
<tr>
<td>Q3</td>
<td>0.344</td>
<td>0.346</td>
<td>0.311</td>
<td>0.316</td>
</tr>
<tr>
<td>Observations</td>
<td>216</td>
<td>216</td>
<td>216</td>
<td>216</td>
</tr>
</tbody>
</table>

(b) Australia, Japan, and South Korea

<table>
<thead>
<tr>
<th>Method</th>
<th>Linear de-trending</th>
<th>Wavelets</th>
<th>Kalman filter</th>
<th>Harding-Pagan</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>0.370</td>
<td>0.432</td>
<td>0.381</td>
<td>0.257</td>
</tr>
<tr>
<td>Median</td>
<td>0.370</td>
<td>0.429</td>
<td>0.380</td>
<td>0.255</td>
</tr>
<tr>
<td>Q1</td>
<td>0.293</td>
<td>0.383</td>
<td>0.320</td>
<td>0.204</td>
</tr>
<tr>
<td>Q2</td>
<td>0.370</td>
<td>0.429</td>
<td>0.380</td>
<td>0.255</td>
</tr>
<tr>
<td>Q3</td>
<td>0.438</td>
<td>0.462</td>
<td>0.491</td>
<td>0.304</td>
</tr>
<tr>
<td>Observations</td>
<td>124</td>
<td>124</td>
<td>124</td>
<td>124</td>
</tr>
</tbody>
</table>

(c) NAFTA countries

<table>
<thead>
<tr>
<th>Method</th>
<th>Linear de-trending</th>
<th>Wavelets</th>
<th>Kalman filter</th>
<th>Harding-Pagan</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>0.357</td>
<td>0.337</td>
<td>0.360</td>
<td>0.319</td>
</tr>
<tr>
<td>Median</td>
<td>0.364</td>
<td>0.347</td>
<td>0.366</td>
<td>0.318</td>
</tr>
<tr>
<td>Q1</td>
<td>0.334</td>
<td>0.302</td>
<td>0.339</td>
<td>0.311</td>
</tr>
<tr>
<td>Q2</td>
<td>0.364</td>
<td>0.347</td>
<td>0.366</td>
<td>0.318</td>
</tr>
<tr>
<td>Q3</td>
<td>0.387</td>
<td>0.382</td>
<td>0.389</td>
<td>0.328</td>
</tr>
<tr>
<td>Observations</td>
<td>228</td>
<td>228</td>
<td>228</td>
<td>228</td>
</tr>
</tbody>
</table>

Notes: (1) In Panels (a)-(c), we use a rolling-window of 7 years for the linear de-trending, wavelet, and Kalman filter methods, and a rolling window of 14 years for the Harding-Pagan procedure. The lag between observations is 2 years. The sample periods for Panels (a)-(c) are, respectively, April 1986-March 2004, 1973:1-2003:4, and April 1985-March 2004. (2) Q1, Q2, and Q3 stand for first, second, and third quartile, respectively.